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Nissenbaum’s theory of contextual integrity (CI) provides a powerful lens through which to 
conceptualize, discuss, and advocate for information privacy, and it has quickly become a central 
tool for structuring theory and practice in philosophical, legal, policy, and engineering domains. 
However, as an abstract analytical model, CI does not offer substantive details about the actual 
prevailing privacy norms operative in any given context. An impressive body of empirical research 
has emerged to fill this gap, using interview and survey methods to discover context-relative privacy 
expectations. Yet we argue that such approaches are limited by a fundamental mismatch between 
method and object of study. According to CI, privacy norms are social, collective norms—survey 
methods attempt to infer such norms, indirectly, by measuring, aggregating, and analyzing individual 
expectations and preferences. While such approaches have produced promising insights, we propose 
a methodology for surfacing privacy norms—privacy mini-publics—that centers their collective 
nature and leverages a collective, deliberative process to understand them. We expect this 
methodology to yield both epistemic and political advantages over the state of the art, generating 
more accurate and widely accepted results. If our experiments with privacy mini-publics prove 
fruitful, we suggest integrating them with survey-based methods to produce a more robust, hybrid 
approach. 
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1 INTRODUCTION 
Nissenbaum’s theory of contextual integrity (CI) provides a powerful lens through which to 
conceptualize, discuss, and advocate for information privacy. In contrast with earlier approaches, 
which treated privacy as everywhere and always one and the same thing—privacy as secrecy (Posner 
1978), for example, or privacy as “control over personal information” (Westin 1967)—contextual 
integrity understands information privacy as a set of diverse, context-specific social norms 
(Nissenbaum 2010). In one setting, say the doctor’s office, expectations of privacy might demand 
giving data subjects control over information about themselves, as control theories suggest. But in 
other settings, such as the home or the classroom, expectations may differ, allowing for certain 
information to be shared with certain other recipients (between parents, perhaps, or between teachers 
and student advisors). CI captures these nuances by modeling “context-relative informational norms” 
(i.e., privacy norms) in terms of five parameters: data subjects, senders, recipients, types, and 
transmission principles. And it enables rigorous analysis of the disruptions to prevailing privacy 
norms that digital technologies threaten, by providing a framework for carefully describing the 
changes such technologies make to the ways information flows. 

Given the precision CI brings to discussions about information privacy, it has quickly become a 
central tool for structuring theory and practice in philosophical, legal, policy, and engineering 
domains. Yet these endeavors inevitably face one important obstacle, which CI (as an abstract 
analytical model) cannot, by itself, overcome—namely, identifying the actual, prevailing context-
relative informational norms operative in a given context (i.e., the starting point or baseline for 
evaluating information flows). If policymakers are going to create legal protections for information 
privacy, and if engineers are going to develop systems that respect it, they need to know not just how 
to think about and conceptualize privacy; they need to know what our actual privacy norms are. CI 
provides a framework for investigating such norms, but it does not provide substantive answers to 
the question: “What are the social expectations for how information should flow in this context?”  

Answering that question requires empirical research, and a growing body of scholarship attempts 
to undertake it—exploring privacy norms in the contexts of, amongst other things, healthcare (e.g., 
Nicholas et al. 2019), education (e.g., Jones et al. 2020), and the home (e.g., Apthorpe et al. 2018). 
Methodologically, these studies predominantly rely on approaches from user experience (UX) and 
human-computer interaction (HCI) research, such as interviews and surveys (Badillo-Urquiola et al. 
2019). It is common for researchers to poll people’s intuitions via Amazon Mechanical Turk (AMT) 
or similar crowd-sourcing systems, using sophisticated factorial vignette surveys that vary prompts 
in order to gauge subtle differences in privacy expectations based on the specific senders, recipients, 
data types and other features of information flows in particular contexts (e.g., Martin and 
Nissenbaum 2015; Shvartzshnaider et al. 2016). 

This work has yielded important insights into real-world privacy norms, giving researchers and 
practitioners guidance about how to design privacy protective systems and helping advocates 
establish normative baselines from which to diagnose worrying technological disruptions. However, 
these approaches suffer from an important limitation: fundamentally, they attempt to infer social 
norms from the opinions, preferences, and attitudes of individuals. Which is to say, they try to answer 
the question “What are the social expectations for how information should flow in context X?” by 
posing the question “How should information flow in context X?” to a variety of people (perhaps 
even a random, representative sample of some population), in isolation, and analyzing the aggregate 
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results. That is not an unreasonable strategy, since presumably there is some relationship between 
individual preferences and social norms, and researchers have developed ingenious methods for 
inferring social expectations from individual ones. Shvartzshnaider et al. (2016), for example, 
attempt to discover an “implicit consensus” about social norms by measuring both the preferences 
of individual survey respondents and the degree to which individual responses diverge from those 
held by the majority. 

This project proposes a different methodology for investigating contextual integrity norms, one 
that starts from the collective nature of social norms, rather than trying to reach it indirectly via 
aggregates of individuals. Drawing from empirical research in political science, we propose the use 
of “deliberative mini-publics”—forums of randomly selected citizens who deliberate, collectively, 
on a policy issue and arrive at recommendations aimed at influencing public policy (Smith and Setälä 
2018)—to identify and understand informational norms in particular contexts. That is, instead of 
asking individuals to reflect on their own expectations or preferences, privacy mini-publics would 
put groups of people into structured conversations and ask them to reach (explicit) consensus about 
social expectations of privacy. We anticipate that such an approach will have both epistemic and 
political advantages over the state of the art, more accurately characterizing prevailing norms and 
guiding the development of more democratically legitimate information systems. 

2 THE METHOD 
This project adopts an innovative approach centred around deliberative mini-publics, drawing from 
best-practice principles for deliberative processes, as described by the Organisation for Economic 
Cooperation and Development (OECD) in the report ‘Innovative Citizen Participation and New 
Democratic Institutions—Catching the Deliberative Wave’ (OECD 2020). Of particular importance 
are the following OECD principles, which inform each stage of our mini-pubic design: 

2.1 Stage 1 (Recruitment) 

‘Participants should be a microcosm of the general public’ (OECD 2020, p. 16). 

Each mini-public will consist of a forum of approximately 40 US citizens, selected through stratified 
random sampling (sortition) to broadly reflect local demographics (e.g. age, gender, location, 
cultural background, employment types and household environment). This recruitment process is 
crucial for deliberation because it helps to guarantee a diverse and inclusive group in which a variety 
of views are represented. The recruitment of each mini-public will be conducted by an organization 
such as the Sortition Foundation. 

2.2 Stage 2 (Experts and Information)  

‘Participants should have access to a wide range of accurate, relevant and accessible 
evidence and expertise’ (OECD 2022, p. 17).  

To ensure that participants are meaningfully informed about relevant technical details, policy 
frameworks, and interests involved in particular information flows, they will be briefed by experts 
of three kinds: 
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1. Academic experts—such as philosophers, ethicists, political scientists, and lawyers—whose 
knowledge comes from study, research and professional practice in the area of privacy; 

2. Government representatives—such as legislators and civil servants—whose knowledge comes 
from lived experience related to policy-making in the area of privacy; 

3. Industry representatives—such as privacy/data protection officers or ethics and compliance 
professionals—who are charged with helping technology firms navigate privacy laws, norms, 
and expectations. 

2.3 Stage 3 (Deliberation and Facilitation) 

‘Group deliberation entails finding common ground; this requires careful and active 
listening, weighing and considering multiple perspectives…and skilled facilitation’ (OECD 
2022, p. 17). 

Following the expert briefing, the participants will engage in a deliberative exchange for up to 20 
hours over four sessions, during which they will consider the contrasting viewpoints on the issue at 
stake, identify the preferred outcome for their community, and work through the trade-offs that arise 
during this discussion. The goal of the deliberative exchange will be to reach consensus on (1) what 
the existing social norms about privacy are in a specific context; (2) whether the introduction of 
some new data-driven technology in that context has disrupted such norms; and (3) what kinds of 
interventions and regulations (if any) are required to address these changes. As recent work in the 
field has pointed out, consensus, strictly defined, ‘has, for the most part, been abandoned by 
deliberative democrats’ (Dryzek 2016, p. 230). Therefore, for the purposes of this project and, again, 
reflecting its practical orientation, we understand ‘consensus’ as an agreement at the level of 80% or 
more. 

During the deliberative sessions, participants will be encouraged to actively listen, empathize with 
other standpoints and engage with a wide range of views about the policy issue. Expert facilitators 
from democracyCo1 (or similar organization) will guide each session and encourage participants to 
apply critical thinking practices to reduce unconscious biases. The sessions will include small-group 
work to enable in-depth and inclusive deliberation, with a focus on discussion questions that 
facilitators prepare in order to open up debates and enable comparison between groups during the 
plenary discussions that follow. Participants will also be encouraged to use the time between sessions 
to further reflect on what they have learned. The recommendations agreed to by the participants at 
the end of the deliberative process will be compiled in a report. 

3 DISCUSSION 
The aim of this proposal is to introduce a new method for empirically discovering context-relative 
informational norms, which complements existing approaches. Recognizing and foregrounding the 
collective nature of social norms, privacy mini-publics would endeavor to understand the specific 
norms operative in a given context by directly leveraging a collective, deliberative process, rather 
than attempting to infer collective norms indirectly via prompts to individuals.  

 
1 https://www.democracyco.com.au/ 

https://www.democracyco.com.au/
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Deliberative democratic theory promises both epistemic and political improvements over 
aggregative approaches. Deliberation is thought to yield better (i.e., truer or more just) and more 
legitimate (i.e., widely accepted) political insights and decisions, for a number of reasons: In contrast 
with individual reflection or introspection, intersubjective modes of reasoning are likely to introduce 
more information and evidence and to offer a greater range of perspectives through which to interpret 
and understand it. Cognitive diversity—i.e., differences in “the way people think about a problem in 
the world”—generates more creative and effective problem solving. Disagreement invites 
participants to critically evaluate their beliefs and preconceptions, and the demand for consensus 
encourages participants to revise them (Estlund and Landemore 2018, p. 120-3). 

We expect privacy mini-publics to offer similar advantages over the state of the art in empirical 
privacy scholarship. Epistemically, we anticipate that the deliberative mini-public process will 
surface privacy norms more accurately than survey-based methods. Further research will be required 
to evaluate this hypothesis—we propose to construct the first privacy mini-publics around scenarios 
familiar from existing studies, and then to use survey methods to compare their results. Politically, 
we anticipate the process of engaging in deliberation to produce more legitimate results—i.e., more 
consensus among participants about not only what prevailing privacy norms are and whether new 
technologies threaten to disrupt them, but also about how to mitigate or manage these changes. 

At the same time, mini-publics suffer from an important limitation: they do not scale. Designing 
a mini-public, recruiting experts and participants, carrying out many hours of deliberation, and 
compiling results is a complex, time-consuming, and costly endeavor. By contrast, survey-based 
methods can be scaled more easily, and efforts are underway to develop methods for automating the 
evaluation of their results. Given the vast number of privacy-related decisions that need to be made, 
every day, in industry, government, and elsewhere, flexible and scalable approaches are necessary. 
Thus our goal is not to replace current methods, but rather to build upon them: if our experiment 
with privacy mini-publics proves fruitful, we hope to integrate them into a more robust, hybrid 
approach. 
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